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This paper presents a methodology designed to calibrate a simple Finite Element (FE) model in order to accurately reproduce the mechanical behavior of a material. This desired behavior is based on experimental measurements obtained from a three-point bending test. In order to perform this inverse analysis with a feasible computational effort, the typical FE solution of the forward problem is replaced by a meta-model, based on a response surface approximation. This simplified model still allows for accurate prediction of the output of the model, but at a negligible cost. The inverse problem is solved through a Bayesian perspective, by using the Metropolis-Hastings algorithm. The results present a good agreement with results obtained by a $L^2$-norm minimization approach, also presented here. The validation of these results is performed by running a FE simulation with the estimated parameters and the results accurately fitted the experimental data.

1 Introduction

The process of incorporating new materials in industry presents multiple steps, from developing new manufacturing techniques to quantifying mechanical properties. The latter allows for performing computer simulations with the objective of predicting the behavior of these new materials. This procedure is capable of giving answers with lower time and resource requirements, in comparison with performing experiments throughout the whole process.

On the specific case of material research in the automotive industry, the challenge is to develop novel cost-effective materials with increased performance and decreasing weights (Duarte et al., 2014; Ghassemieh, 2011). One possibility is to introduce lightweight materials in vehicle designs, thus decreasing the overall weight. This presents a series of advantages, like increasing fuel-efficiency without hindering other key attributes, such as recyclability, cost-effectiveness and safety (Duarte et al., 2015). The development of new manufacturing techniques play a significant role in decreasing the costs of producing complex material structures that can be used to achieve this goal. However, this is not without the quantification of properties that play a major role in mechanical, electrical or thermal phenomena, among others.

Following the observed trend for manufacturing costs of complex material structures, the cost for obtaining computers capable of performing the required calculations have also significantly decreased in the past few years. Therefore, the inverse analysis is becoming a more widely available and recognized tool to aid scientists and engineers in quantifying unknown parameters in their mathematical formulations (Orlande, 2015). On the other hand, some limitations still exist and the use of accurate and time-consuming models can still increase the computational cost beyond a reasonable time scale. In order to deal with this, the standard model, based on a Finite Element model, is replaced by a meta-model, based on response surface approximation. This approximation allows for accurately solving the forward problem, while reducing the computational cost by orders of magnitude.

2 Methodology

The information to be used in the calibration process is a set of experimental measurements obtained by Duarte et al. (2015) in a three-point bending test. The test subject is a 150 mm long thin-walled tube of Al-alloy AA 6060 T66 (AlMgSi), with outer and inner diameter of 30 and 26 mm, respectively. A total of 1680 experimental points were obtained in a quasi-static test, with loading speed of 0.17 mm/s. Results for a dynamic test are also available, where its difference from the quasi-static one relies solely on the loading speed, which was of 284 mm/s. These
data, however, is not addressed in this work.

In order to extract information concerning the desired parameters from these experimental measurements, an inverse analysis is performed. This type of analysis presents a close synergy between simulation and experimental environments. The output of a mathematical model, obtained with a set of candidate values for the unknown parameters, is compared with the experimental data in order to evaluate how well these values agree with each other. If this agreement is not good, then a new set of candidate values for the unknowns is selected in an ordinate fashion and re-tested. This iterative process is repeated as many times as necessary. For the purpose of establishing a link with the formal nomenclature presented in the literature, the prediction of the experimental values by selecting a set of candidate values for the desired parameters is called forward problem, while the calculation of these parameters from previously obtained experimental measurements is called inverse problem. In order to perform the desired inverse analysis, it is paramount to be able to solve the forward problem and, in this work, the software chosen to perform this step was Abaqus software. The physical model, the simulation and the experimental environments are shown in Fig. 1.

![Figure 1: Inverse problems framework: a) simulation, b) experimental environment and c) physical model.](image)

The mathematical model is presented by Eqs. (1a)-(1e), where \( \mathbf{b} \) and \( \mathbf{\sigma} \) contain the body forces and Cauchy stress tensor in a momentum balance equation, \( \varepsilon \) stands for the strain and \( \mathbf{n} \) is the outward normal unit vector. The boundary conditions are applied in the form of the vectors \( \mathbf{t} \), containing the loads applied at \( S_t \) and \( \mathbf{u}_p \), containing the displacements applied at \( S_u \). The isotropic metal plasticity material model Eqs. (1c) (see Chapter 4.3.2. of Simulia (2012)) is used with von Mises yield surface where \( E \) stands for the Young’s modulus and \( \nu \) for Poisson’s ratio. \( \sigma_Y \) is the yield stress which is given in dependence from the equivalent plastic strain. The isotropic hardening with associated plastic flow is used in this model and all material properties are rate and temperature-independent. The constitutive equations are solved in an incremental-iterative procedure. The mid-side surface of the tube (diameter: 28 mm and length: 150 mm) has been discretized with shell FE with a thickness of 4 mm. To reduce the computational time the double-symmetry has been used with boundary conditions shown in Fig. 1b (the geometry of the support and loading cylinders has been included as well).

\[
\begin{align*}
\text{div} \mathbf{\sigma} + \mathbf{b} &= 0, \quad \text{in } V \quad (1a) \\
\varepsilon &= \mathbf{L} \cdot \mathbf{u} \quad (1b) \\
\mathbf{\sigma} &= \mathbf{\sigma}(E, \nu, \sigma_Y) \quad (1c) \\
\mathbf{\sigma} \cdot \mathbf{n} &= \mathbf{t}, \quad \text{at } S_t \quad (1d) \\
\mathbf{u}_{S_u} &= \mathbf{u}_p, \quad \text{at } S_u \quad (1e)
\end{align*}
\]

The unknown variables for this work are key material properties such as the Young’s modulus and the Poisson’s ratio, as well a set of five plastic stresses that compose the non-linear behavior of the stress-strain curve in a piecewise fashion. These plastic stresses are associated to fixed plastic strains, shown in Tab. 1, that presents this setup in Abaqus software.

The quality of the obtained estimates is highly dependent on how accurate the mathematical model represents the phenomena of interest. When using numerical techniques to solve the forward problem, a very important parameter is the grid size, representing a trade-off between accuracy and computational effort. However, since typical algorithms for solving inverse problems requires solving the forward problem several times, the slightest refinement in the numerical grid is likely to increase the computational time beyond any feasible time scale. Thus,
the selection of the grid spacing is even more dramatic when solving the inverse problem. A comparison between 
the calculated force-displacement curves for a coarse and a fine grid is presented in Fig. 2. Both computational 
grids are shown in Fig. 3, along with information regarding the number of elements. The fine grid was selected 
after successfully doubling the grid size until the the finer grid produced values no greater than 1%, relative to the 
previous grid. One can observe that using a coarse grid for this problem not only results in inaccurate predictions, 
but also the force-displacement is not smooth, which is not an expected behavior for this case. Therefore, using a 
forward model based in a FE model would likely result in an infeasible computing time and an alternative approach 
must be considered.

![Figure 2: Grid dependence in the Abaqus simulation: simulation results (a) and relative error (b) calculated as \( \frac{F_{\text{fine}} - F_{\text{coarse}}}{F_{\text{fine}}} \).](image)

3 **Forward Problem**

In order to obtain fast and accurate solutions for the forward problem, the Abaqus model is replaced by a meta-
model, based on a response surface approximation. Various response surface methods were tested, including 
Kriging (Simpson et al., 2001), Shepard’s K-Nearest (Alfeld, 1989) and Radial Basis Functions (RBF) (Hardy, 
1971), with the latter providing the most accurate results. The RBF approximation consists of writing the output 
of the objective function as a linear combination of an interpolation function \( \phi(x) \), as shown in Eq. (2) (Colaço and 
Dulikravich, 2011). In this work, \( x \) is a vector containing the sought parameters, while \( \phi \) represents the output of 
the mathematical model (i.e., the force-displacement curve). Several different options of RBF are available from 
which the multiquadric function shown in Eq. (3) was selected. The shape factor \( c \) is considered, for simplicity, as 
constant and equal to \( \frac{1}{N} \), where \( N \) stands for the number of measurements.
Figure 3: Illustration of the computational grids generated in Abaqus for the (a) Coarse grid (∼1000 elements) and (b) Fine grid (∼30000 elements).

\[ f(x) \approx \hat{f}(x) = \sum_{k=1}^{K} w_k \phi(||x - x_k||) \]  \hspace{1cm} (2)

\[ \phi(x) = \sqrt{x^T x + c^2} \]  \hspace{1cm} (3)

In order to allow for this RBF approximation to completely replace the Abaqus model, the weights, \( w_k \), need to be calculated. This is done through a set of priorly known outputs of the Abaqus model, called the training set. These set, composed of results for \( K \) different simulated materials is organized in the form of a vector \( f \), while the values of the interpolation functions shown in Eq. (2) are calculated and organized in a matrix \( \Phi \). In other words, \( \Phi \) is not the same as \( \phi(x) \), but rather is composed of several values of it, organized in matrix form. With these two quantities, the weights can be calculated by solving the linear system presented in Eq. (4).

\[ \Phi w = f \]  \hspace{1cm} (4)

Having investigated the most accurate method for constructing a response surface, one must also address the distribution of the points used to construct the approximation. In this work, the boundary conforming version of SOBOL’s algorithm (Sobol, 1976) is used to uniformly distribute training points through a design space. This version of the algorithm also allows for a user-specified number of points to be placed on the boundary of each variable, leading to the response surface to be accurate up to the variable bounds. Training of the response surface was performed by selecting a set of \( K = 400 \) materials inside the pre-specified boundaries presented in Tab. 2. In this table, each Plastic stress is associated with a plastic strain \( \varepsilon_p \), in agreement with Tab. 1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus [GPa]</td>
<td>60</td>
<td>110</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>Plastic Stress #1 [MPa] (( \varepsilon_p = 0 ))</td>
<td>160</td>
<td>270</td>
</tr>
<tr>
<td>Plastic Stress #2 [MPa] (( \varepsilon_p = 0.02 ))</td>
<td>160</td>
<td>290</td>
</tr>
<tr>
<td>Plastic Stress #3 [MPa] (( \varepsilon_p = 0.05 ))</td>
<td>160</td>
<td>310</td>
</tr>
<tr>
<td>Plastic Stress #4 [MPa] (( \varepsilon_p = 0.10 ))</td>
<td>160</td>
<td>320</td>
</tr>
<tr>
<td>Plastic Stress #5 [MPa] (( \varepsilon_p = 0.30 ))</td>
<td>160</td>
<td>380</td>
</tr>
</tbody>
</table>

This approach has a big advantage in comparison with the usual FEM approach, because the calculation of the weights can be performed offline, that is, before the inverse analysis takes place. When the inverse problem solution algorithm starts, the forward problem is solved by just evaluating Eq. (2), resulting in an almost instantaneous calculation.
4 Inverse Problem

In this section, the methodology selected to solve the inverse problem is described. Typically, the solution for such a problem is deeply related with the solution of the forward problem. The input of the proposed forward problem would include the material model and its parameters (the sought unknowns), boundary conditions and initial conditions. The output of such analysis would the displacement field, from which a force-displacement curve can be obtained. On the other hand, in an inverse analysis, the input consists of noisy measurements (in this case, a set of force and displacement values) and the desired output are the sought material model parameters. Thus one can observe how obtaining an accurate solution of the forward model is paramount in order to obtain reliable estimates of the unknown parameters.

The solution of inverse problems within the Bayesian framework (Calvetti and Somersalo, 2007; Stuart, 2010; Idier, 2013; Gamerman, 1997) is a topic of ever increasing interest multiple fields of research. Both the development of more powerful computers and more efficient algorithms for solving the respective forward problems made bringing uncertainty quantification into the inverse analysis possible. As opposed to the classical regularization techniques, the result of the analysis is the quantification of the combined information priorly known and within the experimental measurements. In this work, the selected methodology is based on the approach used for parameter estimation in a heat conduction problem (Orlande et al., 2007). The starting point in this framework is the set of four principles which is the foundation of this type of analysis (Kaipio and Somersalo, 2004):

1. All variables in the model are considered to be random variables;
2. The randomness of these variables describes the degree of information concerning their realizations;
3. This degree of information is coded in the form of probability distributions;
4. The solution of the inverse problem is the posterior probability distribution;

The posterior probability density function (pdf) $\pi(x|y)$ represents the probability of a candidate value for the unknown vector of parameters $x$ given the observations $y$. According to Bayes’ theorem, shown in Eq. (5), the posterior pdf is proportional to two other functions. The first one is the likelihood pdf $\pi(y|x)$, which provides the probability density of obtaining a specific observation $y$ given a candidate value for the unknown parameters $x$. The second term is the prior pdf $\pi(x)$, which contains any knowledge on the unknown parameters that is available before the inverse analysis takes place.

$$\pi(x|y) \propto \pi(y|x) \pi(x)$$  (5)

According to the fourth principle presented in the beginning of this section, the solution of the inverse problem is the posterior pdf. This means that, in order to quantify the available information about the parameters of interest, this function must be quantified in terms of well-known statistical quantities. One useful example is the conditional mean, given by Eq. (6).

$$\hat{x}_{CM} = \mathbb{E}[x|y] = \int_{\mathbb{R}^N} x \pi(x|y) \, dx$$  (6)

Although the definition of conditional mean shown above looks simple, its calculation can become rather complicated as the complexity of the posterior pdf increases. In this work, these difficulties results from high dimensionality and non-linearities. Therefore, an alternative approach, based on a Monte Carlo integration is selected. According to the weak law of large numbers, the sample average of an ensemble of particles that follows the posterior pdf converges in probability to the expected value of $\pi(x|y)$ as the number of samples approaches infinity. Thus, the conditional mean given by Eq. (6) can be approximated by Eqs. (7) and (8), where a set of $M$ samples $x^{(i)}$ of the sought parameter vector $x$ is used. The covariance matrix can be approximated in a similar fashion, by Eq. (9). Next, we describe the methodology selected to generate this set of samples $x^{(i)}$, using the forward problem.
\[ \hat{x}_{CM} = \mathbb{E}[x|y] \simeq \frac{1}{M} \sum_{i=1}^{M} x^{(i)} \]

\[ x^{(i)} \sim \pi(x|y), \quad i = 1, \ldots, M \]

\[ \text{cov}(\hat{x}) \simeq \frac{1}{M - 1} \sum_{i=1}^{M} \left[ x^{(i)} - \hat{x}_{CM} \right] \left[ x^{(i)} - \hat{x}_{CM} \right]^T \]

In practical terms, this approach implies in substituting the problem of calculating complex and high dimensional numerical integrals by the problem of sampling from \( \pi(x|y) \), in order to calculate the desired statistics. By definition, any sampling technique will suffice in order to perform this task. Thus, several techniques designed for this end can be found in the literature, including both basic sampling techniques, such as sampling by inversion, rejection and ratio of uniforms (Bishop, 2013), and advanced ones, such as the MCMC (Gamerman, 1997).

In this work, the Metropolis-Hastings algorithm (Metropolis et al., 1953) was chosen to perform this task. This algorithm constructs a Markov chain \( \{x^{(i)}\}_{i=1}^{N} \) from which it is possible to extract samples that follows the desired pdf, also called the equilibrium distribution of the Markov chain. Thus, in order to use this algorithm, one needs to construct \( \pi(x|y) \).

Before obtaining the posterior pdf, one must define the \( \pi(y|x) \) and \( \pi(x) \) pdf. The likelihood is considered to be a Gaussian pdf, given by Eq. (10). This choice of pdf implies in modelling the measurement errors as additive, Gaussian and with zero mean. Furthermore, these measurement errors are considered to be uncorrelated and having the same standard deviation, allowing the covariance matrix to be written in the form presented by Eq. (11). As for the prior pdf, it is considered to be uniformly distributed throughout the parameter space.

\[ \pi(y|x) \propto \exp \left[ -\frac{1}{2} \|y - f(x)\|^2 W^{-1} \right] \]

\[ W = \sigma^2 I \]  

Another important feature that must be addressed in order to use the Metropolis-Hastings algorithm is defining the proposal pdf \( q(x^*|x^{(i)}) \). This function represents the probability of sampling a specific candidate value \( x^* \) given the last state \( x^{(i)} \) of the Markov chain. In this work, this pdf was modelled as uniformly distributed around \( x^{(i)} \), as shown in Eq. (12). This results in a random-walk model, where the step size is adjusted by the quantity \( \Delta x \).

\[ x^*|x^{(i-1)} \sim U \left[ x^{(i-1)} - \Delta x, x^{(i-1)} + \Delta x \right] \]

The outcome of the Metropolis-Hastings algorithm is a Markov chain for which the posterior pdf is the equilibrium distribution. Thus, in order to perform the Monte Carlo integration, one needs to extract i.i.d. samples from this chain. This is done by calculating the autocorrelation time \( \tau_j \) (Orlande, 2015), given by Eqs. (13)-(15). The desired samples can then be obtained by selecting one at each \( \max \tau_j \).

\[ \tau_j = 1 + 2 \sum_{k=1}^{\infty} \rho_j^{(k)} \]

\[ \rho_j^{(k)} = C_{jff}(s) C_{jff}(0) \]

\[ C_{jff}(s) = \text{cov} \left( x^{(i)}_j, x^{(i+s)}_j \right) \]
5 Results

In order to better evaluate the quality of the results, the results obtained with the proposed Metropolis-Hastings algorithm presented in the previous section are compared with results obtained through a L2-norm minimization. This is a widely used general purpose approach for solving inverse problems and it is better described in Sec. 5.2. Table 3 shows the outcome of both approaches. In this table, each Plastic stress is associated with a plastic strain $\varepsilon_p$, in agreement with Tab. 1. Furthermore, the results obtained with the statistical approach are presented in the form of the posterior mean and of its respective 99% confidence intervals (CI), which were calculated according to Eq. (16). These results are explained in detail in Sec. 5.1 and 5.2. Note that the results obtained with the L2-norm minimization not only can be found within the CI, but they are also very similar to the posterior mean. This is an evidence of the good quality of the obtained results.

Table 3: Results obtained with Metropolis-Hastings algorithm and with L2-norm minimization approach.

<table>
<thead>
<tr>
<th>Property</th>
<th>99%CI</th>
<th>Mean</th>
<th>L2-norm minimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus [GPa]</td>
<td>[100.50; 104.94]</td>
<td>102.73</td>
<td>103.71</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>[0.297; 0.307]</td>
<td>0.302</td>
<td>0.301</td>
</tr>
<tr>
<td>Plastic Stress #1 [MPa] ($\varepsilon_p = 0$)</td>
<td>[253.25; 256.96]</td>
<td>255.11</td>
<td>254.34</td>
</tr>
<tr>
<td>Plastic Stress #2 [MPa] ($\varepsilon_p = 0.02$)</td>
<td>[254.10; 256.95]</td>
<td>255.53</td>
<td>255.06</td>
</tr>
<tr>
<td>Plastic Stress #3 [MPa] ($\varepsilon_p = 0.05$)</td>
<td>[253.97; 257.63]</td>
<td>255.80</td>
<td>255.84</td>
</tr>
<tr>
<td>Plastic Stress #4 [MPa] ($\varepsilon_p = 0.10$)</td>
<td>[253.47; 258.96]</td>
<td>256.21</td>
<td>256.08</td>
</tr>
<tr>
<td>Plastic Stress #5 [MPa] ($\varepsilon_p = 0.30$)</td>
<td>[362.50; 375.91]</td>
<td>369.20</td>
<td>370.14</td>
</tr>
</tbody>
</table>

$$ \text{IC}_{\text{CM},j} = \bar{x}_{CM,j} \pm \sqrt{\text{cov}(\bar{x})_{j,j}} $$  \hspace{1cm} (16)

5.1 Metropolis-Hastings Algorithm

The comparison between the experimental data and the output of the response surface for both the average values and the CI bounds is shown in Fig. 4a, which also shows the residuals. The residuals are defined as the difference between the experimental measurements and the simulated values from the sample average and can be used as a measure of the quality of the results. The analysis of the residuals is also informative of how the modelling errors hinder accurate reproduction of the physical phenomena and thus the experimental measurements. A correlation in the residuals might mean that these approximation errors ceased to be negligible and have an observable effect. Figure 4b also shows these residuals as a percentage of the local measured force.

As one can observe, the obtained confidence interval successfully contains all experimental measurements. This is one of the main advantages of performing a statistical analysis of the inverse problem: its solution is presented in the form of the quantification of the available information regarding the desired unknowns. Therefore, the results are no more evaluated solely as a point estimate, but rather as a confidence interval or any other available statistical tool.

Regarding the residuals, the higher values are contained around zero displacement, indicating that some modelling errors do not allow for a perfect fit of the experimental data in this region. Several numerical experiments confirmed this trend for the selected model. However, for most measurements, the fit is very good and all the residuals are small compared to the maximum observed value. By modelling error we mean any simplification of the model, in order to make the simulation computationally feasible. One possible modelling error would be the number of plastic stresses for the stress-strain curve. A higher number of plastic stresses would mean a more realistic representation of the real stress-strain curve, but at a relatively larger computational cost, for the number of unknowns may easily double or triple.

The Markov chains for some of the desired parameters are shown in Figs. 5-6. A total of $10^7$ Markov chains were simulated, with a burn-in period of $10^6$ chains. After this number of states, all Markov chains are fully converged and were submitted to the autocovariance analysis detailed in Eqs. (13)-(15). The computing time was approximately four hours.

Although the results shown in Fig. 4 present a good agreement between experimental and simulated data, a final validation step is necessary in order to assess the functionality of the proposed methodology. Both the sample
average and the CI limits were submitted for simulation in Abaqus, in order to provide force-displacements from the original FEM model. These results are compared with the response surface output and the experimental measurements in Fig. 7. The output of the original model for the bounds of the confidence intervals shown in Tab. 3 are also presented. As one can observe, the agreement between all values is excellent. Once again, the obtained CI successfully contained all experimental measurements. This means that the response surface accurately reproduced the behavior of the original forward model inside the selected parameter space.

### 5.2 L2-norm minimization approach

The classical approach for solving an inverse problem is to find the vector $\hat{x}$ that minimizes the L2-norm, according to Eqs. (17)-(18) (Beck and Arnold, 1977). A set of eight statistical assumptions regarding the measurement errors (Beck et al., 1985) allows one to regard the solution of this minimization problem as a maximum likelihood estimation (Beck et al., 1985), as Eq. (18) become identical to the argument of the exponential function contained in the kernel of a Gaussian probability density function. In comparison with the statistical framework used in this

---

**Figure 4:** MCMC method results: Force-displacement curves obtained (a) and relative error (b) calculated as $(F_{sim} - F_{exp})/F_{exp}$.

**Figure 5:** Markov chains.
work, the optimization approach presents a much smaller computational cost, but at the expense of not obtaining information regarding the uncertainty of the results. Thus, unlike the statistical approach presented in this paper, the results of this minimization methodology provides point estimates of the unknowns.

\[
\hat{x} = \min_{x \in \mathbb{R}^n} S(x) \tag{17}
\]

\[
S(x) = ||y - f(x)||^2 \tag{18}
\]

In order to solve the minimization problem, one needs to select a proper optimization algorithm, as the objective function is clearly non-linear. In this work, this minimization process was performed by using OPTRAN software (Dulikravich et al., 1999), which is a hybrid optimizer that allows for using multiple optimization algorithms, with improved performance.

The comparison of the measurements with the simulated force-displacement curve with the values from Tab. 3 is shown in Fig. 8a, while the respective residuals can be observed in Fig. 8b. Once again, a very good fit of the
experimental data can be noticed, leading to residuals similar to the ones obtained with the MCMC. However, as there is no information regarding the uncertainty of the results, only point estimates are available at the end of the analysis. The larger residual values at the edges of the x-axis are evidence of how the forward model struggles to reproduce the experimental measurements. Although these results are very satisfactory, if one desired to improve them in order to obtain uncorrelated residuals, some upgrades in the physical model must be considered.

Finally, the results obtained with OPTRAN were also submitted to simulation in Abaqus software in order to evaluate the ability of the response surface in accurately reproducing the behavior of the original forward model. This result is presented in Fig. 9 where, once again, an excellent agreement between the response surface, Abaqus software and the experimental measurements was observed.

![Figure 8: L2-norm minimization results: Force-displacement curves obtained (a) and relative error (b) calculated as $(F_{sim} - F_{exp})/F_{exp}$.](image)

![Figure 9: L2-norm minimization results: Validation of the obtained results (a) and relative error (b) calculated as $(F_{sim} - F_{exp})/F_{exp}$.](image)
5.3 Computational effort

Within the solution of the inverse problem via the MCMC approach, a total of $10^7$ Markov chains were generated. This means that the forward problem was also solved $10^7$ times, showing how the computational cost of the overall analysis can easily become infeasible unless the processing time of each individual solution of the forward problem is very small. For this purpose, the response surface approximation presented itself to be very effective, while keeping the required levels of accuracy, reducing the computational cost of the complete inverse analysis to four hours. Before applying the response surface approximation, some tests were performed, where the MCMC algorithm was directly coupled to Abaqus, with the coarse grid shown in Figs. 2a and 3a. However, simulating 5000 Markov chains took two weeks of computing in the same hardware used to generate the presented results. This shows once more how the application of a response surface approximation can provide significant reduction in the processing time in an inverse analysis framework.

Using of OPTRAN to minimize the L2-norm required approximately 24000 iterations and five minutes of computation time. Again, it is possible to observe a large reduction in the computational cost, even when compared to the results obtained via the MCMC approach. On the other hand, this further reduction comes with the cost of producing only point estimates of the unknowns, instead of performing an actual uncertainty quantification.

6 Conclusions

The statistical approach of the proposed inverse problem allowed for an efficient calibration of the FEM model, providing a set of intervals where the parameters that best reproduce the experimental data lie. Substituting of the typical FEM solver for a response surface approximation led to reducing the computational cost by orders of magnitude, which was originally infeasible. This methodology allows the inverse analysis to be performed in a statistical framework in a matter of hours and it can be reduced to five minutes by using the standard L2-norm minimization approach.

7 Acknowledgements

The authors would like to thank the Brazilian agencies for the fostering of science, Conselho Nacional de Desenvolvimento Cientifico e Tecnologico (CNPq), Coordenaco de Aperfeicoamento de Pessoal de Nivel Superior (CAPES), Fundaco Carlos Chagas Filho de Amparo a Pesquisa do Estado do Rio de Janeiro (FAPERJ), and Programa de Recursos Humanos da Agencia Nacional de Oleo, Gas Natural e Biocombustiveis (ANP/PRH37) for their financial support for this work.

References


Address:

1MAIDROC Laboratory, EC 3474, Department of Mechanical and Materials Engineering, Florida International University, 10555 West Flagler Street, Miami, Florida 33174, USA
E-mail: cesar.pacheco@poli.ufrj.br  dulikrav@fiu.edu  rjha001@fiu.edu  sredd001@fiu.edu

2Department of Mechanical Engineering, University of Maribor, Maribor, Slovenia
E-mail: matej.vesenjak@um.si  matej.borovinsek@um.si

3Department of Mechanical Engineering, University of Aveiro, TEMA, Aveiro, Portugal
E-mail: isabel.duarte@ua.pt

4Department of Mechanical Engineering, COPPE, Federal University of Rio de Janeiro - UFRJ, Brazil
E-mail: helcio@mecanica.ufrj.br  colaco@ufrj.br